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PREFACE

The National Summer Learning Project (NSLP) consisted of five 
school districts—Boston, Massachusetts; Dallas, Texas; Duval 
County, Florida; Pittsburgh, Pennsylvania; and Rochester, New 
York—and their local community partners. The NSLP study was 
launched to determine whether—and, if so, how—voluntary sum-
mer programs with both academics and enrichment can benefit 
students. The study spanned three phases. The research team from 
the RAND Corporation (1) collected formative data for strength-
ening the five summer programs in 2011 and 2012; (2) examined 
student outcomes after one summer (2013) and after two sum-
mers of programming (2014 and 2015); and (3) examined student 
outcomes in spring 2017, at the end of three school years after the 
second summer of programming. This report summarizes the 
findings of this third phase in the context of earlier findings and 
offers implications for policy and practice.

This report is the seventh in a series of reports based on findings 
from the NSLP. The previous six are as follows:

1. Catherine H. Augustine et al., Getting to Work on Summer 
Learning: Recommended Practices for Success, 1st ed., 
RR-366-WF, 2013

2. Jennifer Sloan McCombs et al., Ready for Fall? Near-Term 
Effects of Voluntary Summer Learning Programs on Low-Income 
Students’ Learning Opportunities and Outcomes, RR-815-WF, 
2014

3. Catherine H. Augustine et al., Learning from Summer: Effects of 
Voluntary Summer Learning Programs on Low-Income Urban 
Youth, RR-1557-WF, 2016

4. Catherine H. Augustine and Lindsey E. Thompson, Making 
Summer Last: Integrating Summer Programming into Core 
District Priorities and Operations, RR-2038-WF, 2017

5. Heather L. Schwartz et al., Getting to Work on Summer Learning: 
Recommended Practices for Success, 2nd ed., RR-366-1-WF, 2018.

6. Catherine H. Augustine and Lindsey E. Thompson, Getting 
Ready for Summer Learning: How Federal, State, City, and 
District Policies Affect Summer Learning Programs, RR-2347-WF, 
2020.
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The first report, the first edition of Getting to Work on Summer 
Learning offers lessons learned from our detailed formative 
evaluations of the NSLP district programs in summer 2011. The 
second report, Ready for Fall?, describes how students in this study 
performed on mathematics, language arts, and social-emotional 
assessments in fall 2013, after one summer of programming. In 
the third report, Learning from Summer, we examined student 
outcomes at four different time points: in fall 2013, at the end of 
the 2013–2014 school year, in fall 2014 after the second summer 
of programming, and at the end of the 2014–2015 school year. 
The fourth report, Making Summer Last, describes how summer 
program leaders are integrating their programs into their districts’ 
core priorities and operations as a quality improvement and sus-
tainability strategy. The fifth report, the second edition of Getting 
to Work on Summer Learning, updates the first report and is 
based on lessons learned from our evaluation of the NSLP district 
programs in summers 2011–2014 and informed by our outcomes 
study. The sixth report, Getting Support for Summer Learning, 
examines the policies at the federal, state, and local levels that 
support or constrain the ability of districts to scale and sustain 
summer programs. 
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This research was undertaken by RAND Education and Labor, 
a division of the RAND Corporation that conducts research 
on early childhood through postsecondary education pro-
grams, workforce development, and programs and policies 
affecting workers, entrepreneurship, and financial literacy 
and decisionmaking.

The overarching study was commissioned by The Wallace 
Foundation, which seeks to support and share effective ideas and 
practices to foster improvements in learning and enrichment for 
disadvantaged children and the vitality of the arts for everyone. 
Its objectives are to improve the quality of schools, primarily by 
developing and placing effective principals in high-need schools, 
promoting social and emotional learning in elementary school 
and out-of-school-time settings, reimagining and expanding 
learning time both during the traditional school day and year 
and during the summer months, expanding access to arts learn-
ing, and developing audiences for the arts. For more information 
and research on these and other related topics, please visit the 
Foundation’s Knowledge Center at www.wallacefoundation.org.

More information about RAND can be found at www.rand.org. 
Questions about this report should be directed to Jennifer 
McCombs (jennifer_mccombs@rand.org), and questions about 
RAND Education and Labor should be directed to  
educationandlabor@rand.org.
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SUMMARY

Persistent achievement and opportunity gaps between students 
from low-income families and their peers from higher-income 
families widen during the summer months when school is out. 
Although a contributor to inequality, summer is also an oppor-
tune time to provide activities, interventions, and programs that 
promote positive student outcomes, such as academic achieve-
ment and access to enriching activities. A recent evidence review 
of rigorous evaluations of summer programs identified several 
programs that succeeded in benefiting children and youth aca-
demically, socially, emotionally, and in terms of summer employ-
ment and career knowledge, aspirations, and skills (McCombs, 
Augustine, Unlu, et al., 2019). 

One of these successful programs is the National Summer 
Learning Project (NSLP), which began in 2011 when The Wallace 
Foundation selected five school districts—Boston, Massachusetts; 
Dallas, Texas; Duval County, Florida; Pittsburgh, Pennsylvania; 
and Rochester, New York—to participate. The Foundation 
launched the NSLP to expand summer opportunities for 
low-income students in urban settings and to understand whether 
and how district-led, voluntary summer learning programs that 
include academic instruction and enrichment opportunities can 
improve student outcomes. Although districts made their own 
choices about some aspects of their programs, such as the specific 
academic curriculum and type of enrichment offered, they each 
implemented the following common elements:

1. voluntary, full-day programming that included academic 
instruction and enrichment activities (the latter mainly pro-
vided by community partners) for five days per week for no 
less than five weeks of the summer

2. at least three hours of language arts and mathematics instruc-
tion per day provided by a certified teacher

3. small class sizes of no more than 15 students per instructor

4. no fees to families for participation

5. free transportation and meals.

Although a 
contributor 
to inequality, 
summer is also 
an opportune 
time to provide 
activities, 
interventions, 
and programs 
that promote 
positive student 
outcomes, such 
as academic 
achievement 
and access 
to enriching 
activities. 
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The Foundation commissioned the RAND Corporation to study 
implementation and student outcomes as part of the NSLP. 
Research was conducted in three phases:

 • Phase I was a formative phase during which the selected 
programs received feedback and improved their programs in 
preparation for the evaluation phase. 

 • Phase II was a summative evaluation phase that consisted of a 
randomized controlled trial (RCT) and implementation eval-
uation administered over two summers (2013 and 2014) with 
outcomes measured through spring 2015.

 • Phase III was a follow-up phase examining NSLP student 
outcomes in spring 2017, three school years after the second 
summer of programming. 

For the RCT, we randomly assigned summer program applicants 
into two groups: a treatment group that had the opportunity to 
participate in two consecutive summers of programming and a 
control group that did not. This lotterylike process, which resulted 
in statistically equivalent groups, ensured that any differences 
between the groups at the end of the study (barring differential 
attrition between the two groups) were attributable to the pro-
gram and not to external factors, such as motivation to apply for 
the summer program. 

In spring 2013, 5,639 eligible third-grade students from the five 
participating districts applied to the programs. The number of 
applicants in each district exceeded recruitment goals, signaling 
strong demand. Across the districts, 47 percent of study students 
were African-American and 40 percent were Hispanic. The major-
ity of students, 89 percent, were eligible for the national school 
lunch program (an indicator of low family income), 30 percent 
were English language learner (ELL) students, and 42 percent had 
scored at the lowest level of proficiency in one or both of their 
language arts and mathematics standardized state assessments in 
spring 2013.

Throughout Phases I and II, we also collected an extensive set 
of implementation data from each program through classroom 
observations, teacher surveys, teacher and administrator inter-
views, and administrative attendance records. We analyzed these 
implementation data to provide formative feedback to the districts 
to support their continuous improvement, develop lessons for the 
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field (see Schwartz et al., 2018), and examine the links between 
implementation and student outcomes. Student outcomes tracked 
in Phases II and III were mathematics and language arts per-
formance, social-emotional skills as measured by teachers, and 
school-year behaviors (e.g., school-year attendance, suspensions).

We addressed several research questions throughout this longi-
tudinal study. Augustine, McCombs, Pane, and colleagues (2016) 
addressed the following research questions in Phases I and II:

1. How well are the programs implemented, including site man-
agement, quality of academic and enrichment instruction, 
time spent on academic instruction, site culture, and cost?

2. What is student participation in one summer and two sum-
mers of programming?

3. What is the effect of offering two consecutive years of volun-
tary summer programming on student achievement, behav-
ior, and social-emotional outcomes, measured in the fall and 
spring after the first summer?  

4. What is the effect of offering two consecutive years of volun-
tary summer programming on student achievement, behav-
ior, and social-emotional outcomes, measured in the fall and 
spring after the second summer?   

5. Do student characteristics, such as achievement level, family 
income, or ELL status, moderate outcomes?

6. What factors, including program implementation and student 
attendance, influence student outcomes?   

This report summarizes findings from questions 2–6 and dis-
cusses them in relationship to new findings from the additional 
two research questions posed in Phase III, which examined the 
longer-term effects of summer programming:

1. What is the longer-term effect of offering two consecutive 
summers of voluntary summer programming on student 
achievement, behavior, and social-emotional outcomes, mea-
sured in spring 2017, at the end of the third school year after 
the second summer of programming?

2. What factors, including program implementation and student 
attendance, influence longer-term student outcomes?   
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We examined these final two research questions to better 
understand the nature of summer learning program effects and 
whether they persisted, increased, or dissipated over time. Most 
evaluations of educational interventions only look at immediate 
outcomes; those that have followed students longitudinally tend 
to find that impacts dissipate over time. However, some studies 
of early childhood interventions that have observed a fade-out 
of effects find a subsequent reemergence of effects (in adult-
hood). Our study provides an opportunity to gain additional 
understanding of outcomes within three academic years after 
the intervention ended. Students entered the study at the end of 
the third grade. Students in the treatment group were offered the 
opportunity to attend the summer program as incoming fourth- 
and fifth-graders. Our final outcome measures for study students 
are from spring 2017, at the end of seventh grade. This study of 
summer learning programs is unique in its scope; it is the longest 
study of summer learning programs that we know of, beginning 
in 2011 and concluding in 2017. 

Key Findings

When examining student outcomes, we conducted causal and cor-
relational analyses, each of which provided important informa-
tion. As described earlier, RAND researchers randomly assigned 
students to two groups: One group received the opportunity 
to attend voluntary summer programing (treatment) while the 
other group did not (control). Because of the voluntary nature of 
the programs, our causal analyses evaluated the effect of offering 
summer programming, regardless of whether students actually 
attended the program. Because 20 percent of treatment students 
did not attend in the first summer and 48 percent did not attend 
in the second summer, these analyses underestimate the effect of 
the program for students who did attend. 

To build on the causal analysis, we used correlational methods 
to examine how implementation features of the summer pro-
gram and student attendance related to student outcomes. Here 
we compared only subsets of treated students (e.g., students with 
high attendance) with students in the control group. Student 
attendance in the summer program was not randomly assigned, 
so we cannot rule out other factors that affected both summer 
attendance and student outcomes. To help mitigate the possibility 
of bias, we used a broad set of student characteristics (including 

Our study 
provides an 
opportunity to 
gain additional 
understanding 
of outcomes 
within three 
academic 
years after the 
intervention 
ended. 
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prior academic performance) in our correlational analyses. 
Although we cannot rule out the possibility that unmeasured 
characteristics caused or contributed to the correlational results 
we describe here, the sum of evidence gives us confidence that 
the academic results are because of participation in the summer 
learning programs. We are less confident in the social-emotional 
results because we lacked a pretreatment measure of those out-
comes for use as a statistical control.

Summary of Causal Findings

After the first summer, students offered the program (treatment 
group students) outperformed control group students on fall 
mathematics assessments.

In fall 2013, students in the treatment group outperformed stu-
dents in the control group by an estimated effect size of 0.08 in 
mathematics. Using average annual gains on standardized assess-
ments as a benchmark, students in our treatment group experi-
enced about 15 percent of that annual gain, which is appropriately 
sized for a five-week program. However, we did not find a statisti-
cally significant effect of offering the program on the 2014 spring 
state assessment in mathematics. Neither did offering the program 
significantly improve other measured outcomes, notably language 
arts performance, social-emotional skills, and school-year atten-
dance. Also, we found no discernible difference in program bene-
fits among subgroups of students in the treatment group; students 
eligible for free or reduced-price lunch, students who had the 
lowest performance on prior achievement tests, and ELL students 
experienced approximately the same effects as other students in 
the treatment group.

After the second summer, offering the program did not signifi-
cantly affect any of the measured outcomes among students in 
the treatment group. 
Although estimates for mathematics and language arts were 
positive in fall 2014 and in spring 2015 and 2017, none of the 
estimates was statistically significant. This result was not entirely 
surprising because almost half (48 percent) of the treatment 
group students did not attend the second summer of program-
ming. Some students had left the school district altogether, but 
others likely wanted different experiences in that second sum-
mer. Effects on social-emotional and behavioral outcomes were 
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also nonsignificant and, unlike achievement outcomes, were not 
consistently positive.

Summary of Correlational Findings

After the first summer, high attenders outperformed control 
group students in mathematics in the fall and on the subse-
quent spring 2014 state assessment. 

After the first summer, high attenders (students attending 20 or 
more days of the summer program) performed better than their 
control group peers in mathematics on the fall assessment (an 
effect size of 0.13 or 25 percent of an average annual gain) and on 
the spring 2014 state mathematics assessment (0.07 or 13 percent 
of the expected annual gain; see Lipsey, Puzio, et al. [2012]). After 
the first summer, high attenders did not significantly outperform 
control group students in language arts, social-emotional out-
comes, or school-year behaviors. 

After the second summer, high attenders performed better 
than control group students in mathematics and language arts 
through spring 2015.

After the second summer, in the fall of fifth grade, high attenders 
performed better than the control group on measures of mathe-
matics, language arts, and social-emotional skills. The academic 
benefits were also observed in the spring 2015 state assessments 
(0.14 in mathematics and 0.09 in language arts). Students partic-
ipating in two consecutive summers of programming also per-
formed better than control group students in mathematics and 
language arts in the fall and spring. Because the vast majority of 
high attenders also attended both summers, we cannot be certain 
whether the benefits observed after the second summer were the 
result of two consecutive summers of attendance or improved 
program quality in the second summer; however, we hypothesize 
that both might have contributed to the results.

Greater amounts of time on task and higher quality of instruc-
tion were correlated with better outcomes through spring 2015.

Students with high academic time on task (who received a min-
imum of about 25 hours of summer mathematics instruction or 
34 hours of summer language arts instruction) outperformed con-
trol group peers on mathematics and language arts assessments 
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in fall 2013, fall 2014, and spring 2015. The amount of academic 
time on task that a student received in a summer program was 
dependent on the student’s attendance and how teachers used 
time during the program. To achieve language arts benefits, our 
analyses suggest that both the quantity and quality of instruction 
are predictors of better outcomes. We found consistent positive 
correlations between the quality of language arts instruction 
and language arts achievement for each assessment through 
spring 2015, although this effect was statistically significant only 
on the fall 2013 assessment immediately after the first summer 
of programming.

After the second summer, high attenders received higher 
social-emotional skill ratings in the fall than control group 
students, but that advantage did not persist.

On return to school in fall 2014 after the second summer of pro-
gramming, teachers rated high attenders as demonstrating stron-
ger social-emotional skills than control group students. However, 
this advantage did not persist through seventh grade. As of spring 
2017, teacher ratings of social-emotional skills did not differ dis-
cernably between high attenders and their control group peers. As 
discussed in Learning from Summer (Augustine, McCombs, Pane, 
et al., 2016), the correlational analyses of social-emotional skills 
lacked a baseline measure; resulting estimates were also less pre-
cise than those for achievement and did not exhibit clear patterns 
over the course of the study. 

Summary of Follow-Up Findings

Three school years after the second summer of programming, 
academic benefits for attenders decreased in magnitude and 
were not statistically significant, but they might be important 
in practical terms. 

The magnitude of the benefits observed for high and consecutive 
attenders in language arts and mathematics in spring 2015 (one 
school year after the second summer) declined by spring 2017 
when the students were finishing seventh grade. Other education 
studies tracking impact after an intervention ended have also 
found impacts that dissipate over time (e.g., Puma et al., 2012; 
Bailey, Fuchs, et al., 2018; Lipsey, Farran, and Kelly, 2018).  
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The program effects in spring 2017 for these groups were not large 
enough to reach statistical significance; however, when bench-
marked against typical achievement gains at the same grade level, 
they remained large enough to be educationally meaningful. 
Typical annual achievement growth decreases as students progress 
from kindergarten through 12th grade, when measured in the 
same standardized effect units. For students with high attendance 
both summers, the 2017 estimated effects (0.04 in language arts 
and 0.07 in mathematics) represent 19 percent of typical annual 
growth in language arts and 23 percent in mathematics. 

Implications for Policy and Practice

These findings have implications for policy and practice.

Urban districts should consider offering voluntary summer 
programs as part of their overall efforts to improve outcomes 
for students from low-income families and with low academic 
achievement, particularly if they can offer these programs over 
multiple summers. 

Offering a five-week voluntary summer program with both 
academics and enrichment can produce short-term benefits in 
mathematics among late elementary students. High attenders and 
students who participated for consecutive summers benefited from 
these programs not just in mathematics, but in language arts as 
well. These benefits were observed in the fall and in the spring, 
using both study-administered and state assessments. 

Because benefits of the program were greatest for students who 
attended consecutive summers and those who had strong atten-
dance, districts should actively work to promote high rates of 
student attendance within and across summers and encourage 
students to attend for multiple, consecutive summers. 

Although the magnitude of the academic benefits we observed in 
spring 2015 did not persist at the same level or grow years after 
the program, those benefits also did not fade away completely. 
Districts willing to develop quality programming that promotes 
strong attendance can consider this type of summer program a 
good option to help improve academic achievement.

Districts offering voluntary summer programs that seek to 
provide academic benefits should offer at least five weeks of 

[D]istricts 
should actively 
work to promote 
high rates 
of student 
attendance 
within and 
across summers 
and encourage 
students to 
attend for 
multiple, 
consecutive 
summers. 
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programming, and preferably six, with at least three hours of 
academic instruction per day. 

Districts with academic programs should offer programs for at 
least five weeks to boost the number of students who attend more 
than 20 days as a method to maximize program effectiveness. 
Offering six or more weeks of programming could increase the 
proportion of students meeting this threshold of attendance. 

To increase program effectiveness and maximize return on 
investment, districts should focus on ensuring strong stu-
dent attendance, productive use of instructional time, and 
high-quality instruction. 

Our analyses identified strong attendance, productive use of 
instructional time, and instructional quality as key mechanisms 
that promoted positive academic benefits. This is not surpris-
ing, given the importance of these factors in learning during 
the school year. Districts recognize these as priorities; however, 
effectively executing them can be even more challenging in the 
summer than during the school year and requires intentional 
planning (Schwartz et al., 2018). Districts and partners interested 
in learning how to plan and implement effective programs that 
provide positive experiences for students can find detailed guid-
ance in another report in this series—Getting to Work on Summer 
Learning (Schwartz et al., 2018)—that is freely available on the 
RAND and The Wallace Foundation websites. In addition, The 
Wallace Foundation’s Knowledge Center includes a set of accom-
panying tools and resources that provide concrete examples and 
templates for districts and their partners developing voluntary 
summer learning programs. 
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1

CHAPTER ONE

Introduction

A
cross the United States, most students are out of school 
over the summer months. Although many children 
and youth engage in a set of enriching activities that 
promote their development or allow them to explore 
skills and interests, families with low incomes are 

less likely to be able to afford high-quality summer experiences. 
Moreover, students from lower-income families are frequently con-
centrated in communities that lack the resources to support access 
to high-quality summertime opportunities and are also at increased 
risk of exposure to adverse neighborhood conditions, such as 
crime, overpolicing, and environmental hazards, that undermine 
their development and learning (National Academies of Sciences, 
Engineering, and Medicine, 2019). Given the inequity of access 
to enriching summer experiences, research has found, perhaps 
unsurprisingly, that summer might contribute to achievement gaps 
between students from low-income families and their peers from 
higher-income families (Downey, Von Hippel, and Broh, 2004; 
Kim, 2004; McCoach et al., 2006; Benson and Borman, 2010; Ready, 
2010; White et al., 2013; Von Hippel, Hamrock, and Kumar, 2016). 

Despite efforts to improve academic achievement of students 
from low-income families, there is a persistent achievement gap 
related to family income in the United States, one that has argu-
ably worsened over time for those from the lowest-income fami-
lies (Reardon, 2011). On the National Assessment of Educational 
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Progress, 52 percent of fourth-grade students ineligible for 
the national school lunch program (an indicator of low family 
income) scored at or above the proficient level in reading com-
pared with 22 percent of students eligible for the lunch program. 
Similar proficiency gaps exist in mathematics and for other grade 
levels. Sizable achievement gaps also exist among racial-ethnic 
groups and between native English speakers and English language 
learners (ELLs). These achievement gaps are also found in state 
assessments. The gaps are troubling because they translate into 
attainment gaps; students from low-income families graduate 
from high school at lower rates than peers from higher-income 
families (70 percent versus 85 percent) and college (10 percent 
versus 60 percent) (National Center for Education Statistics, 2015; 
Pell Institute, 2015).  

Summer may contribute to this achievement gap. Studies of 
summer achievement find that students from low-income families 
experience setbacks over the summer relative to their more eco-
nomically advantaged peers. A seminal meta-analysis of summer 
learning (Cooper, Nye, et al., 1996) found that all students lost 
mathematics and reading knowledge over the summer, although 
the loss in mathematics knowledge was generally greater than in 
reading. This meta-analysis also indicated that losses were larger 
for low-income students, particularly in reading. Recent studies 
are inconclusive on the absolute loss of achievement over the sum-
mer or even whether loss takes place (e.g., Burkham et al., 2004; 
McCoach et al., 2006; Benson and Borman, 2010; Ready, 2010; 
Fitzpatrick, Grissmer and Hastedt, 2011; Zvoch and Stevens, 2013; 
Von Hippel, and Hamrock, 2019); however, research consistently 
finds evidence of differential outcomes for students related to fam-
ily income. Many studies find that students from lower-income 
families learn less than their peers from wealthier families over 
the summer, even if they do not experience knowledge losses 
during that time (Downey, Von Hippel, and Broh, 2004; McCoach 
et al., 2006; Benson and Borman, 2010; Ready, 2010; Von Hippel, 
Hamrock, and Kumar, 2016). Studies have also found that stu-
dents living in low-income neighborhoods (Benson and Borman, 
2010) and attending poorer schools (White et al., 2014; Atteberry 
and McEachin, 2016) experience larger losses over the summer 
relative to peers in wealthier neighborhoods or schools.

Throughout their lives, students from low-income families have 
different opportunities and experiences outside school than do 

Studies of 
summer 
achievement 
find that 
students from 
low-income 
families 
experience 
setbacks over 
the summer 
relative to 
their more 
economically 
advantaged 
peers.



3

students from higher-income families. Approximately 59 percent 
of school-age children from low-income families participate in 
sports, compared with 84 percent of children from wealthier fam-
ilies (i.e., those with annual incomes of $75,000 or more). These 
types of opportunity gaps also exist for private lessons (e.g., piano 
lessons) and engagement in clubs (Pew Research Center, 2015).  

Family income affects students’ summer experiences similarly. In 
2014, for example, 61 percent of families living in concentrated 
poverty reported that they wanted to enroll their children in a 
summer program, but only 41 percent were able to do so, given 
costs and availability (Afterschool Alliance, 2014). A more recent 
study found that 38 percent of incoming first-graders from house-
holds above the federal poverty level attended a day camp in the 
summer compared with 13 percent of children from near-poor 
families and 7 percent of children from poor families. This study 
also found that children from low-income families are less likely 
to engage in such experiences as visits to the beach, a state or 
national park, the zoo or aquarium, or an amusement park during 
the summer (Redford, Burns, and Hall, 2018). Another analysis 
examining children’s time use during the summer months found 
that children from low-income households watched more televi-
sion and spent less time talking with parents than children from 
higher-income households (Gershenson, 2013).

Although summer is a contributor to inequitable outcomes, it is 
also an opportune time to provide activities, interventions, and 
programs that promote positive student outcomes, including 
student academic achievement and access to enriching activities. 
Indeed, research provides evidence that summer programs can 
achieve some of these goals. A recent evidence review identified 
43 programs with evidence meeting the top three tiers specified in 
the Every Student Succeeds Act legislation and subsequent federal 
guidance (McCombs, Augustine, Unlu, et al., 2019). The majority 
of evaluations that met review criteria identified at least one pos-
itive and statistically significant finding. Authors found evidence 
of effectiveness in summer programs designed for in-person 
academic learning, learning at home, social and emotional 
well-being, and employment- and career-focused issues. Although 
much is known about the effectiveness of summer programming, 
it is unclear what we should expect in terms of the size of benefits 
for these relatively short programs, how long we should expect 
statistically significant benefits to persist over time, or the effects 
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of participating in a sequence of activities and programs over the 
course of childhood and youth (National Academies of Sciences, 
Engineering, and Medicine, 2019). 

The National Summer Learning Project 

In 2011, The Wallace Foundation selected five school districts—
Boston, Massachusetts; Dallas, Texas; Duval County, Florida; 
Pittsburgh, Pennsylvania; and Rochester, New York—to partic-
ipate in the National Summer Learning Project (NSLP), which 
ran through 2017. The Foundation launched the NSLP to expand 
summer opportunities for low-income students in urban set-
tings and to understand whether and how district-led, voluntary 
summer learning programs that include academic instruction and 
enrichment opportunities can improve student outcomes. When 
this project began, there was evidence that voluntary academic 
programs could, but would not necessarily, produce positive 
effects on achievement outcomes. However, there was no evidence 
regarding the effectiveness of large-scale, voluntary, district-run 
summer learning programs serving large numbers of low-income 
elementary students. Nor were there any studies that tracked stu-
dent outcomes years after the summer intervention. 

The NSLP programs all had five common elements that were 
anchored in research and expert guidance:

1. voluntary, full-day programming that included academic 
instruction and enrichment activities (the latter mainly pro-
vided by community partners) for five days per week for no 
less than five weeks of the summer

2. at least three hours of language arts and mathematics instruc-
tion per day provided by a certified teacher

3. small class sizes of no more than 15 students per instructor

4. no fees to families for participation

5. free transportation and meals.

The programs were also designed to reduce barriers to participation, 
such as cost and lack of transportation. Districts and their partners 
made other programmatic design choices, such as the curriculum 
used and the type of enrichment activities provided. Table 1.1 shows 
some of the variation in programmatic choices by district from sum-
mer 2014, which also was representative of summer 2013.
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TABLE 1.1
Characteristics of NSLP Summer 2014 Programs for Elementary 
Students  
 

Program 
Characteristic Boston Dallas

Duval 
County Pittsburgh Rochester

Name of summer 
program 

Summer 
Learning 
Project 

Thriving 
Minds 
Summer 
Camp

Super 
Summer 
Academy

Summer 
Dreamers 
Academy

Rochester 
Summer 
Scholars

Program leader(s) Boston After 
School and 
Beyond 
with Boston 
Public 
Schools

Dallas 
Independent 
School 
District with 
Big Thought

Duval 
County 
Public 
Schools 

Pittsburgh 
Public 
Schools 

Rochester 
City School 
District 

Number of summer 
sites serving study 
students

10 8 8 3 1 
organized 
into 3 
“houses”

Duration (days) 25–30 24 29 25 25

Daily hours Varied: 
typically 
seven-hour 
days

8:00 a.m.–
4:00 p.m.

8:15 a.m.–
3:45 p.m.

8:30 a.m.–
4:00 p.m.

7:30 a.m.–
3:30 p.m.

Program structure Varied by 
site: Typically 
academics 
in the 
morning and 
enrichment 
in the 
afternoon

Academics 
in the 
morning, 
enrichment 
in the 
afternoon

Sections of 
academics 
and 
enrichment 
offered 
throughout 
the day

Academics in 
the morning, 
enrichment in 
the afternoon

Academics in 
the morning, 
enrichment 
and writing 
in the 
afternoons

Enrichment 
activities

Varied by 
site:
Tennis
Sailing
Nature walks
Ropes 
course
Archery
Arts and 
crafts
Swimming
Boat building

Dance 
Music
Physical 
education
Theater
Visual arts

Varied by 
site:
Dance 
Music
Physical 
education
Theater
Visual arts
Arts and 
crafts

Varied by site:
Fencing
Music 
Science
Visual arts
Water polo

Cooking
Dance
Rock 
Climbing
Sand sports 
Swimming

The NSLP Study 

The Wallace Foundation selected our RAND Corporation 
research team to conduct the NSLP study on whether and how 
these programs benefited students. We addressed several research 
questions throughout this three-phased project. Augustine, 
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McCombs, Pane, and colleagues (2016) addressed the following 
research questions in the first two phases:

1. How well are the programs implemented, including site man-
agement, quality of academic and enrichment instruction, 
time spent on academic instruction, site culture, and cost?

2. What is student participation in one summer and two sum-
mers of programming?

3. What is the effect of offering two consecutive years of volun-
tary summer programming on student achievement, behav-
ior, and social-emotional outcomes, measured in the fall and 
spring after the first summer?  

4. What is the effect of offering two consecutive years of volun-
tary summer programming on student achievement, behav-
ior, and social-emotional outcomes, measured in the fall and 
spring after the second summer?   

5. Do student characteristics, such as achievement level, family 
income, or ELL status, moderate outcomes?

6. What factors, including program implementation and student 
attendance, influence student outcomes?   

This report summarizes findings from questions 2–6 and dis-
cusses them in relation to new findings from the additional 
two research questions that, in this third phase, examined the 
longer-term effects of summer programming:

1. What is the longer-term effect of two consecutive summers 
of voluntary summer programming on student achievement, 
behavior, and social-emotional outcomes, measured in spring 
2017, at the end of the third school year after the second sum-
mer of programming?

2. What factors, including program implementation and student 
attendance, influence longer-term student outcomes?   

We examine the effect of the summer learning program three 
school years after the end of summer programming to better 
understand the longer-term nature of summer learning program 
effects and whether effects persisted at the same level, increased, 
or dissipated over time. This study of summer learning programs 
is unique in its scope; it is the longest study of summer learning 
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programs that we know of, beginning in 2011 and concluding 
in 2017. 

Study Phases 

As depicted in Figure 1.1, this study was conducted in three 
phases: 

• Phase I was a formative phase during which the selected 
programs received feedback and improved their programs in 
preparation for the evaluation phase. 

• Phase II was a summative evaluation phase consisting of 
a randomized controlled trial (RCT) and implementation 
evaluation over two summers (2013 and 2014) with outcomes 
measured through spring 2015. 

• Phase III was a follow-up phase examining NSLP student 
outcomes in spring 2017, three school years aft er the second 
summer of programming. 

Th e orange arrows in the fi gure depict the points at which we 
measured student outcomes. 

FIGURE 1.1
Phases of the NSLP Study

Phase I:
Formative
evaluation

Phase II:
Impact of two summers on

student outcomes (2013–2015)

Phase III:
Long-term
outcomes
follow-up

(2017)

Data analyzed for Learning from Summer:
Effects on Voluntary Summer Learning
Programs on Low-Income Urban Youth

(Augustine, McCombs, Pane, et al., 2016)

Two summers 
of program
re�nement

Fall Spring Fall Spring

20132011 and 2012

First summer

2013–2014

School year

2014

Second 
summer

2014–2015

School year

2015–2016

School year

2016–2017

School year

Data analyzed
for follow-up

�ndings

Spring
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Phase I: Formative Evaluation (2011–2012)  

In anticipation of the launch of the RCT in spring 2013, The 
Wallace Foundation funded two preparatory years in each of the 
five school districts. Specifically, for summers 2011 and 2012, the 
Foundation partially funded the summer programs and provided 
additional funding for curricular consultants, peer collaboration, 
and external formative evaluation. We conducted the formative 
evaluation in each summer, providing the districts and their part-
ners each fall with feedback and recommendations, which they 
used to strengthen their programs. Lessons learned from these 
early years of programming were published as a guide for practi-
tioners (Augustine, McCombs, Schwartz, et al., 2013).

Phase II: Impact of Two Summers—Student Outcomes Analyses 
(2013–2015)  

The second research phase started in spring 2013. During this 
phase, the activities of Phase I continued (Wallace financial sup-
port, peer learning, curricular support, formative evaluation) and 
the RCT began. The trial participants were a cohort of third-grade 
students in spring 2013 who applied to the summer program. We 
randomly assigned students who applied to the summer program 
into two groups: a treatment group that had the opportunity to 
participate in two consecutive summers of programming and a 
control group that did not. (For details regarding recruitment and 
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randomization, see McCombs, Pane, et al., 2014.) This lotterylike 
process, which resulted in statistically equivalent groups, ensured 
that any differences between the groups at the end of the study, 
barring differential attrition between the two groups, were attrib-
utable to the program and not to external factors, such as motiva-
tion to apply for the summer program. 

Throughout Phase II, we collected implementation, demographic, 
and outcomes data. For example, we gathered detailed summer 
attendance data and observed each classroom of students for an 
entire day in both summers. (For details on this part of the study, 
see Augustine, McCombs, Pane, et al., 2016, Appendix B.) In 
an effort to aid districts and their partners in their continuous 
improvement of their summer programs, we used these imple-
mentation data to provide the districts and their partners with 
feedback. We also used implementation data in our descriptive 
and correlational analyses to determine the factors correlated with 
positive outcomes and developed lessons for the field on how to 
implement summer learning programs. (For this guidance, see 
Schwartz et al., 2018.) 

We received administrative data from each school district, 
including such background data as prior achievement, race, and 
eligibility for the national school lunch program (an indicator of 
low family income), which served as control variables in statistical 
models. Additional administrative data, such as state assessment 
scores, course grades, attendance, and suspensions, served as 
outcome measures.

Phase III Long-Term Outcomes Follow-Up (2017)

The third research phase examined whether the summer program 
affected student outcomes in the longer term: three school years 
after the second summer of programming. When students entered 
the study, they were finishing third grade. At the point of the 
longer-term follow-up, students were in seventh grade. 

For the most part, we adhered to the same methods for the 
analyses of spring 2017 student outcomes that we used for exam-
ining student outcomes in Phase II. (For details regarding data 
and methods used, see Augustine, McCombs, Pane, et al., 2016.) 
In limited circumstances, we determined that methodological 
adjustments were necessary. The appendix of this report describes 
those changes and their rationale. We believe the changes enable 
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coherent interpretation of the longitudinal series of results pro-
duced by this entire study. 

Table 1.2 provides an overview of the student outcomes 
we examined at different time points in Phases II and III: 
study-administered broad, generalized assessments of lan-
guage arts and mathematics in fall 2013 and 2014; a validated 
teacher-report instrument measuring student social-emotional 
competencies (Devereux Student Strengths Assessment–RAND 
Research Edition or DESSA-RRE); and state assessments in 
language arts and mathematics. We also examined measures 
related to achievement and social-emotional competencies, such 
as grades, student attendance, and suspensions. Our focus on aca-
demic outcomes is self-explanatory. Although we also examined 
social-emotional outcomes, the programs did not have an explicit 
social-emotional learning curriculum. Nonetheless, program lead-
ers had hypothesized that their program would affect students’ 
self-motivation and self-regulation skills during the school year, 
partly by maintaining a school-like routine during the summer.

TABLE 1.2
Student Outcomes Examined in the NSLP

Outcome Measure
Fall 
2013

Spring 
2014

Fall 
2014

Spring 
2015

Spring 
2017

Group Reading 
Assessment and 
Diagnostic Evaluation 
(GRADE)

X X

Group Mathematics 
Assessment and 
Diagnostic Evaluation 
(GMADE)

X X

DESSA-RRE X X X

State assessment in 
language arts and 
mathematics

X X X

Course grades in 
language arts and 
mathematics

X X X

Suspensions X X X

School-year attendance X X X
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Students in the Study

In spring 2013, 5,639 eligible third-grade students from the five 
districts applied to the program, exceeding recruitment goals. 
Students were recruited through fliers sent home to parents and 
through personal outreach efforts, such as teachers who wrote 
handwritten notes to parents and school counselors who talked 
with parents during drop-off and pick-up times.

The students who participated in the study were largely non-
white and came from low-income families (Table 1.3). Across the 
districts, 47 percent of study students were African American and 
40 percent were Hispanic. The majority of students, 89 percent, 
were eligible for the national school lunch program, an indica-
tor of low family income. Overall, 31 percent of study students 
were ELL students; Dallas had the highest ELL proportion at 
59 percent. Approximately 42 percent of study students scored at 
the lowest level of proficiency in language arts, mathematics, or 
both on their statewide standardized spring 2013 assessments. 
However, there was wide variation at the district level, ranging 
from a low of 12 percent of students in Duval County to a high 
of 81 percent of students in Rochester. This variation might stem 
from the varying difficulty of state assessments or overall achieve-
ment levels in the district, but it also reflects district policies that 
affected student eligibility for the program. In Duval County, for 
example, students scoring at the lowest level on the state language 

TABLE 1.3
Demographic Profile of All Study Students, by District 
 

District

Number of 
Students in 
the Study

African 
American 

(%)
Hispanic 

(%)
Asian 

(%)
White 

(%)

Low 
Income 

(%)
ELL 
(%)

Lowest 
Achievinga  

(%)
IEP 
(%)

Boston 957 42 41 6 8 NA 30 24 15

Dallas 2,056 19 77 1 1 95 59 43 5

Duval 
County 888 79 5 1 12 87 3 12 8

Pittsburgh 656 70 3 3 17 83 7 39 17

Rochester 1,080 65 22 4 8 82 16 81 15

Total 5,637b 47 40 3 7 89 31 42 10

SOURCE: District student-level data from the 2012–2013 school year.
NOTES: Racial and ethnic categories may not add to 100 percent because “other” is not shown. Low-income students are eligible for the 
national school lunch program. IEP = students with individualized education plans (special education).
a Lowest-achieving is defined as students scoring at the lowest proficiency level on either the spring 2013 mathematics or language arts 
state tests, prior to the start of the study. 
b Two students initially randomized are not represented in this table because of withdrawal of parental consent to use the students’ data 
for this study. 
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arts assessment were mandated to attend a separate summer pro-
gram and were thus ineligible to participate in our research. 

Across the districts, more than 3,000 students were assigned to 
the treatment group (57 percent) and 2,445 (43 percent) were 
assigned to the control group. We assigned the larger percentage 
of students to the treatment group to admit as many students 
as possible while maintaining sufficient statistical power. As 
expected from a random selection process, characteristics between 
the treatment and control groups were very similar.

We were unable to track all the students in the study through 
spring 2017. About 11 percent of our total study sample had 
left their districts by summer 2014. By the time we measured 
outcomes in spring 2017, almost one-third of the study sample 
had left their districts. We found no difference in attrition rates 
between the treatment and control groups.1 

Student Participation and Attendance

Despite having applied to the summer program, not all of the 
treatment students attended. Twenty-one percent of treatment 
students did not attend the summer program in 2013. In summer 
2014, the no-show rate increased to 48 percent. The no-show rate 
in summer 2014 included students who were invited 14 months 
earlier to attend the program in both summer 2013 and sum-
mer 2014 but chose not to in summer 2014 and students who had 
left their districts and were unable to attend. We did not find 
differences based on observable characteristics (e.g., achievement, 
race/ethnicity, family income) between students who did not show 
up (in either summer) and students who attended.

Of students who showed up for the summer program, the average 
daily attendance rate in each summer was 75 percent. This average 
masked differences among districts, where average daily atten-
dance ranged from a low of 60 percent to a high of 80 percent. In 
each summer, approximately 60 percent of students who showed 
up for the program were high attenders, attending 20 or more 
days of the program.

Despite the low participation rates in the second summer, offer-
ing these programs helped close the summer opportunity gap 

1  Additional detail regarding attrition is presented in the appendix.
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in the study districts. We surveyed all of the students at the end 
of the first summer and learned that a far larger percentage of 
treatment students reported attending a camp or summer pro-
gram (81 percent) compared with the control group (42 percent). 
Treatment students were also far more likely to report language 
arts and writing at camp or summer school than were control 
group students.

Reporting Outcomes

In examining the effects of the summer programs on student 
outcomes, we report standardized effect sizes to quantify the dif-
ference between the treatment and control groups. By using stan-
dardized effect sizes, we can compare the magnitude of program 
effects across the various outcome measures. For example, we use 
effect sizes to examine whether the programs have a larger impact 
on language arts or mathematics outcomes. Standardization 
also allows us to compare program effects with those of other 
programs. Despite the standardization, we caution that the 
magnitude of an effect size is influenced by a variety of factors—
including the type of assessment used, grade level and subject, and 
type of study conducted. It might be useful to consider the follow-
ing data—all shown in standardized effect size units—to help set 
realistic benchmarks for what effect sizes to expect in this case.

 • Measured in effect size units, typical annual spring-to-spring 
gains on broad standardized assessments vary by subject and 
grade level from as large as 1.52 in language arts between 
spring of kindergarten and spring of first grade to as small 
as 0.01 in mathematics from spring of 11th grade to spring 
of 12th grade (Lipsey, Puzio, et al., 2012). In general, typical 
gains are larger in mathematics than in language arts and 
decline as students age.

 • For the grade span covered by Phase II of the study (spring of 
third grade to spring of fifth grade), typical annual gains are 
0.38 in language arts and 0.54 in mathematics. For the year 
including seventh grade, in which we obtained outcome mea-
sures for Phase III, the typical gains are 0.23 in language arts 
and 0.30 in mathematics. A five- to six-week summer program 
represents 10 percent of a calendar year and 15 percent of a 
school year, so the effects of those programs would likely be 
correspondingly smaller.
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 • Among RCT studies of elementary-grade interventions, mean 
effect sizes have been largest (0.40) when the outcome was 
measured by specialized tests, such as researcher-developed 
or curriculum-based assessments, and smallest (0.08) when 
measured by broadly focused standardized tests, such as those 
used in this research (Lipsey, Puzio, et al., 2012).

Based in part on these observations, we designed the research to 
have sufficient statistical power to detect effects as small as about 
0.10 on academic outcomes for attenders, or about 0.08 for all 
students offered admission to the program assuming a 25-percent 
no-show rate. 

Report Organization

In the next chapter, we present our outcomes findings from 
Phase II and Phase III of the study. At the end of the chapter, 
we offer an interpretation of the findings, drawing partly on the 
broader evidence base for summer programs and other interven-
tions aimed at improving outcomes for disadvantaged youth. In 
the last chapter, we summarize our findings and present impli-
cations for policy and practice. The appendix provides details 
regarding our data and modeling. 
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CHAPTER TWO

Student Outcomes: 
Findings and 
Interpretation

I
n this chapter, we summarize the causal and correlational find-
ings from Phase II of the NSLP (2013–2015 student outcomes) 
and present new findings from Phase III (2017 student outcomes). 
Our causal (or confirmatory) estimates compare the outcomes 
of all students who were randomly offered admission to two 

summers of programming (2013 and 2014) with the outcomes of all 
students who were randomly assigned to the control group, regard-
less of whether the students actually attended the summer program 
(Figure 2.1). As such, these estimates represent the impact of offer-
ing admission into the summer learning program. Because many 
students who received the offer did not show up or had poor atten-
dance, if there was a program effect, we would expect the absolute 
value of the estimates for all invited students to be smaller than the 
effects experienced by students who did attend regularly. For every 
causal result, statistical significance has been adjusted to account 
for all of the causal statistical tests we performed in this study, both 
past and present, regardless of whether we reported them in the 
main texts of the reports.
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Our correlational (or exploratory) analyses examine the relation-
ship between implementation factors of interest (e.g., attendance, 
amount of academic time on task) and student outcomes. Th ese 
analyses compare all of the control group students with subsets 
of the treatment group that were not randomly determined 
(Figure 2.2). For example, whether students attended or how 
much they attended were not experimentally controlled but rather 
determined by the students themselves or their circumstances. For 
that reason, selection bias is a possibility, meaning that a subset 
of interest within the treatment group, such as high attenders, 
may have diff ered from the control group even before the summer 
program began; thus, the summer program is not the only pos-
sible explanation for any subsequent diff erences we measure. To 
help mitigate the eff ects of potential selection bias, the models for 
correlational analyses controlled for a broad set of student char-
acteristics and prior academic performance, but it is important to 
note that these results may still be biased. 

FIGURE 2.1
Causal Analyses Compare Outcomes for All Treatment and Control Group Students

High
attenders 

Low
attenders 

No-
shows 

Control group Treatment group 

Causal analysis 
assesses program 
effects on entire 
treatment group 
compared with 
control group 
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FIGURE 2.2
Correlational Analyses Estimate Program Effects for Subsets of 
the Treatment Group 

High
attenders 

Low
attenders 

No-shows 

Control group Treatment group 

Correlational 
analysis focuses on 

groups, such as 
high and low

attenders to probe 
program effects 

compared with the 
control group 

Summary of Previous Findings (Fall 2013 to 
Spring 2015)

In this section, we review fi ndings on student outcomes measured 
through spring 2015, starting with the causal fi ndings and then 
turning to correlational fi ndings. Th ese results were previously 
reported in Learning from Summer (Augustine, McCombs, Pane, 
et al., 2016).

Causal Findings Through Spring 2015 Showed a Modest 
Near-Term Benefit in Mathematics That Did Not Persist 
at a Statistically Significant Level 

In the fall aft er the fi rst summer of programming, students in the 
treatment group outperformed the control group in mathemat-
ics on a study-administered standardized assessment. Th e stan-
dardized average eff ect (i.e., eff ect size2) of off ering the program 
was 0.08 for mathematics and was statistically signifi cant (see 
Figure 2.3). Lipsey, Puzio, and colleagues (2012) estimated that 

2  All eff ect estimates are reported in eff ect sizes that represent the magnitude of the eff ect on an outcome divided by the standard 
deviation of that outcome. 
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students typically experience growth in mathematics of about 
0.52 standardized units from the spring of third grade to the 
spring of fourth grade. By that benchmark, students in our treat-
ment group experienced about 15 percent of that annual gain. 
A five-week summer program is about 10 percent of a calendar 
year and 15 percent of a school year. The effect of 0.08 is also 
comparable to effects reported by Lipsey, Puzio, et al. (2012) for 
RCTs studying elementary grade–level interventions and mea-
suring outcomes with broad-scope assessments like those used in 
our research.

We did not find statistically significant benefits for any other out-
comes we measured after that first summer in the near term (fall) 
or longer term (spring); these consisted of language arts achieve-
ment, mathematics and language arts grades, social-emotional 
competencies, attendance, and suspensions. Nor did we find that 
certain subgroups of students in the treatment group benefited 
more or less than others; ELL students, students eligible for free or 
reduced-price lunches, and students who had the lowest perfor-
mance on prior achievement tests experienced approximately the 
same effects as other students in the treatment group. 

When analyzing the effects of offering two summers of program-
ming on all treatment students, we found no statistically signif-
icant effects in mathematics, language arts, social-emotional or 
school-year behavioral outcomes. This result was not entirely 
surprising because nearly half of the treatment students did 
not attend the program at all during the second summer. These 
students were still considered part of the treatment group in 
the causal analyses. If these low attendance rates are typical of 
summer programs, the causal estimates set realistic expectations 
for the effects of offering a program for two years on all students 
who receive the offer; however, the effects for attenders were 
underestimated in this analysis, diluted by the high proportion of 
nonattenders. The higher the no-show rate, the larger the effect of 
the program would have to have been on those who did attend in 
order to be detected. For the same reason, if effects accumulated 
over consecutive summers, they would have had to accumulate by 
a substantial amount for us to have been able to detect this trend 
statistically. The correlational analyses that we discuss in the next 
section provide additional insight into the effects on attenders.

The higher the 
no-show rate, 
the larger the 
effect of the 
program would 
have to have 
been on those 
who did attend 
in order to be 
detected. 
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Correlational Findings Through Spring 2015 Showed 
Benefits in Mathematics and Language Arts for High 
Attenders

Correlational results through spring 2015 are summarized in 
Figure 2.4. For the outcomes measured after the first summer, 
students who attended at least 20 days of the program (high 
attenders) demonstrated higher achievement in mathematics than 
control group students in the fall (with an effect size of 0.13 or 
25 percent of the typical annual mathematics gain) and on the 
spring 2014 state assessment (0.07 or 13 percent of the typical 
annual gain). However, high attenders did not perform better than 
their control group peers on other outcomes measured after the 
first summer. High attenders accounted for about 60 percent of all 
students who attended at least one day in summer 2013. 

For the  outcomes measured after the second summer, stu-
dents who attended at least 20 days of the second summer of 

FIGURE 2.3 
Causal Effects of Summer Learning Programs on Outcomes Measured in Phase II 
for All Treatment Group Students Relative to All Control Group Students

Outcome Measures
Average Effect After  

One Summer
Average Effect After  

Two Summers

Fall 2013
Spring 
2014 Fall 2014

Spring 
2015

Mathematics

Study-administered assessments (GMADE)

Spring state assessments

End-of-year grades

Language arts

Study-administered assessments (GRADE)

Spring state assessments

End-of-year grades

Social-emotional outcomes

DESSA-RRE

Behavioral outcomes

Reduced school-year suspension rate

Improved school-year attendance rate

NOTES: The horizontal length of the bar represents the magnitude of the standardized program effect estimate, with the vertical 
line representing zero. Bars are green where results are statistically significant after correction for multiple hypothesis tests; other-
wise, the bars are gray. All models controlled for student baseline characteristics, including prior mathematics and language arts 
achievements, prior attendance and suspensions, poverty, race, gender, and classification as an ELL student or a special education 
student. Blanks indicate data were not available for the particular outcome and time point.

.08



20

Attendance Level  
and Outcome Measure

Effects by 
Subgroup 
Based on 

Summer 2013 
Program 

Attendance

Effects by 
Subgroup 
Based on 

Summer 2014 
Program 

Attendance

Effects by 
Subgroup 
Based on 
Program 

Attendance 
Both Summers

Fall 
2013

Spring 
2014

Fall 
2014

Spring 
2014

Fall 
2014

Spring 
2015

High (20 or more days)

Mathematics assessments

Language arts assessments

Social and emotional assessments

Low (1–19 days)

Mathematics assessments

Language arts assessments

Social and emotional assessments

No-show

Mathematics assessments

Language arts assessments

Social and emotional assessments

Attended both summers

Mathematics assessments

Language arts assessments

Social and emotional assessments

Consecutive high attenders (20 or 
more days each summer

Mathematics assessments

Language arts assessments

Social and emotional assessments

High academic time on task both 
summers

Mathematics assessments

Language arts assessments

NOTES: The horizontal length of the bar represents the magnitude of the standardized program effect estimate, with the vertical 
line representing zero. Bars are green where results are statistically significant after correction for multiple hypothesis tests; oth-
erwise, the bars are gray. Blanks indicate data were not available for the particular outcome and time point. All models controlled 
for student baseline characteristics, including prior mathematics and language arts achievement, prior attendance and suspen-
sions, poverty, race, gender, and classification as an ELL or a special education student. High academic time on task is defined as 
25.5 or more hours of instruction for mathematics, and 34 or more hours of instruction for language arts.
1 Because of an error in figure production, this result was shown as 0.09 in Augustine, McCombs, Pane, et al., 2016.

FIGURE 2.4

Correlational Effects of Program Attendance on Outcomes Measured in Phase II for 
Subsets of Treatment Group Students Relative to All Control Group Students 
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programming (2014) demonstrated higher achievement than 
control group students. High attenders outperformed the con-
trol group in mathematics and language arts in the fall (0.11 and 
0.08, respectively) and in the subsequent spring on the 2015 state 
assessments (0.14 and 0.09, respectively). These differences repre-
sented 14 percent to 21 percent of typical annual gains in mathe-
matics, and 17 percent to 25 percent of the typical annual gains in 
language arts for students at this age (Lipsey, Puzio, et al., 2012).3  

We also conducted correlational analyses on the 2014–2015 out-
comes for students who attended both summers and those who 
had consecutive high attendance both summers. Of the students 
in the treatment group, 46 percent attended both summers and 
29 percent were high attenders both summers. Students who 
attended both summers performed better than control group 
students in mathematics (0.09) and language arts (0.08) in fall 
2014 and again on spring 2015 assessments (0.08 in mathematics 
and 0.07 in language arts). Students who were consecutive high 
attenders also performed better than control group students in fall 
2014 (0.10 in both mathematics and language arts) and again in 
spring 2015 (0.12 in mathematics and 0.10 in language arts).

Although we wanted to discern whether benefits found during the 
2014–2015 school year come from cumulative program exposure 
or improved programming in the second summer, we were unable 
to do so because the vast majority of students who were high 
attenders in summer 2014 were also high attenders in summer 
2013. Using the pattern of results and our knowledge of program 
implementation, we hypothesize that a combination of cumulative 
program benefits and improved programming during the sec-
ond summer might have contributed to the positive correlational 
findings for academic outcomes observed during the 2014–2015 
school year.

Statistically significant correlational effects on social-emotional 
outcomes also emerged for high attenders after the second 
summer. Students who had high attendance the second sum-
mer scored higher on DESSA-RRE than their control group 
peers (0.12), as did students who had high attendance in both 

3  Students at this grade have an average effect size gain from spring of one year to the following spring of 0.40 in language arts and 
0.56 in mathematics (Lipsey, Puzio, et al., 2012).

[W]e 
hypothesize that 
a combination 
of cumulative 
program 
benefits and 
improved 
programming 
during the 
second summer 
might have 
contributed to 
the positive 
correlational 
findings for 
academic 
outcomes 
observed during 
the 2014–2015 
school year.
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summers (0.14). Unlike the mathematics and language arts anal-
yses, where we were able to use measures of prior achievement to 
help control for selection bias, there were no available baseline 
(pretreatment) measures for social-emotional skills. Thus, we 
cannot rule out the possibility that these results were driven by 
selection; for example, it is possible that students who had high 
attendance systematically exhibited more positive social-emo-
tional behaviors prior to program participation. 

Correlational Findings Through Spring 2015 Showed 
That Instructional Time and Quality Were Positively 
Related to Student Outcomes

The amount of academic time on task that a student received in a 
summer program was dependent on the student’s attendance and 
how teachers used time during the program. Using our exten-
sive observations (for details, see Augustine, McCombs, Pane, 
et al., 2016) and collection of attendance records, we were able to 
estimate the amount of academic time on task that each student 
received for language arts and mathematics during the summer 
program. We defined high academic time on task as a minimum 
of about 25 hours of summer mathematics instruction or 34 hours 
of summer language arts instruction each year. Figure 2.4 shows 
that students who had high academic time on task both summers 
outperformed control group peers on mathematics assessments 
(0.13 in fall 2014 and 0.09 in spring 2015) and on language arts 
assessments (0.12 in spring 2015). 

Our analyses suggest that both the quantity and quality of 
instruction were correlated with the language arts achievement 
benefits. Our instructional quality measure considered clarity of 
instruction, on-task behavior, and teachers’ assessment of student 
understanding. We found consistent positive correlations between 
the quality of language arts instruction and language arts achieve-
ment for each assessment through spring 2015, although this 
effect was statistically significant only on the fall 2013 assessment 
immediately after the first summer of programming (for further 
details, see Augustine, McCombs, Pane, et al., 2016, p. 68). 

Examining Longer-Term Effects (Spring 2017)

During Phase II, we were seeing signals of relatively important 
positive effects for attenders. In this section, we examine whether 
effects of the summer program were discernable in spring 2017, 

We found 
consistent 
positive 
correlations 
between the 
quality of 
language arts 
instruction and 
language arts 
achievement 
for each 
assessment 
through spring 
2015.
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three school years after the second summer of programming 
concluded. After the second summer, students had finished fourth 
grade and were entering fifth grade. In spring 2017, students were 
finishing seventh grade.

Causal Findings Through Spring 2017 

When we analyzed the effects of offering the 2013 and 2014 sum-
mer program on spring 2017 outcomes, we found no statistically 
significant effects. Figure 2.5 summarizes the results over the 
course of the study (fall 2013 to spring 2017). 

On spring 2017 state assessments, we estimated a standardized 
effect of 0.01 in mathematics and 0.02 in language arts. On the 
DESSA-RRE measure of social-emotional skills, we estimated 
a standardized effect of –0.03. We estimated that the program 
induced a reduction in suspensions of 0.5 percentage points 
and a decrease in school-year attendance of 0.3 percentage 
points (these are displayed in Figure 2.5 as standardized effect 
sizes of 0.02 and –0.03, respectively). None of these results was 
statistically significant.

Because the students were in middle school, which offers different 
levels of mathematics courses depending on student readiness, 
we also examined whether the program resulted in differential 
course-taking for treatment and control students. District officials 
helped us classify courses as being above, at, or below grade level. 
For mathematics course-taking, we estimated that students in the 
treatment group were 3 percent more likely to enroll in an mathe-
matics course above grade level and 1 percent less likely to enroll 
in a mathematics course below grade level (presented in Figure 2.5 
as average effect estimates of 0.09 and 0.02, respectively). Neither 
of these was statistically significant.

The appendix to this report contains tabulations of all spring 2017 
causal results, including treatment-effect-on-the treated analyses 
and other secondary analysis that we do not report here in the 
main text. 

[W]e estimated 
that students in 
the treatment 
group were 
3 percent more 
likely to enroll in 
an mathematics 
course above 
grade level and 
1 percent less 
likely to enroll in 
a mathematics 
course below 
grade level.
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Correlational Findings Through Spring 2017

We now turn to correlational estimates of the effects of the 
program on three groups of students: those who attended both 
summers, those who were high attenders in both summers, and 
those who received high academic time on task in both summers. 
Figure 2.6 summarizes the average effects in fifth grade (2014–
2015, just after the second summer of programming) and in sev-
enth grade (spring 2017) for these subsets of the treatment group.

Consistent with the patterns seen in prior rounds of analysis, we 
estimate positive effects for students who attended both summers, 
and the estimates are larger for those who had high attendance or 
high levels of instructional time on task both summers. However, 
unlike results measured in the fifth grade, the longer-term esti-
mates are not statistically significant.

FIGURE 2.5
Causal Effects of Summer Learning Programs on Outcomes for All Treatment Group 
Students Relative to All Control Group Students

Outcome Measures

Average 
Standardized 
Effect After  

One Summer
Average Standardized Effect 

After Two Summers

Fall 
2013

Spring 
2014

Fall 
2014

Spring 
2015

Spring 
2017

Mathematics

Study-administered assessments (GMADE)

Spring state assessments

End-of-year grades

Increased above-grade-level course-taking

Decreased below-grade-level course-taking

Language arts

Study-administered assessments (GRADE)

Spring state assessments

End-of-year grades

Social and emotional outcomes

DESSA-RRE

Behavioral outcomes

Reduced school-year suspension rate

Improved school-year attendance rate

NOTES: The horizontal length of the bar represents the magnitude of the standardized program effect estimate, with the 
vertical line representing zero. Bars are green where results are statistically significant after correction for multiple hypothesis 
tests; otherwise, the bars are gray. All models controlled for student baseline characteristics, including prior mathematics and 
language arts achievement, prior attendance and suspensions, poverty, race, gender, and classification as an ELL or a special 
education student. Blanks indicate data were not available for the particular outcome and time point.

.08
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Outcome Measures
Average Standardized Effect  

After Two Summers

Fall 2014
Spring 
2015

Spring 
2017

Attended both summers

Mathematics assessments

Language arts assessments

Social and emotional assessments

Consecutive high attenders (20 or more 
days each summer)

Mathematics assessments

Language arts assessments

Social and emotional assessments

High academic time on task both summers

Mathematics assessments

Language arts assessments

NOTES: The horizontal length of the bar represents the magnitude of the standardized program effect estimate, with the vertical 
line representing zero. Bars are green where results are statistically significant after correction for multiple hypothesis tests; oth-
erwise, the bars are gray. Blanks indicate data were not available for the particular outcome and time point. All models controlled 
for student baseline characteristics, including prior mathematics and language arts achievement, prior attendance and suspen-
sions, poverty, race, gender, and classification as an ELL student or a special education student. High academic time on task is 
defined as 25.5 or more hours of instruction for mathematics, and 34 or more hours of instruction for language arts.
1 Because of an error in figure production, this result was shown as 0.09 in Augustine, McCombs, Pane, et al., 2016.

For students who were high attenders both summers, the esti-
mates are 0.07 in mathematics, 0.04 in language arts, and 0.03 on 
the DESSA-RRE. For students who attended both summers, we 
estimate effects on 2017 outcomes of 0.05 in mathematics, 0.03 
in language arts, and –0.02 on the DESSA-RRE social-emotional 
assessment. For students with high academic time on task, the 
estimates are 0.07 in mathematics and 0.05 in language arts.

The appendix contains tabulations of all spring 2017 correlational 
results, including some that we view as secondary and do not 
report here in the main text. 

Interpretation of Results

Our interpretation of the effects of the summer learning program 
on student outcomes measured over the course of this study takes 
a holistic approach that synthesizes the causal and correlational 
findings. Although the correlational findings are vulnerable to 
selection bias, their consistency with the causal experimental 

FIGURE 2.6
Correlational Effects of Attending Two Years of Summer Programing on 
Assessment Outcomes for Subsets of Treatment Group Students Relative to All 
Control Group Students

.08

.09

.10

.101

.14

.13

.08

.07

.12

.10

.09

.12



26

results helps to reduce bias concerns. Benefits evident in the 
pattern of positive causal estimates could only have accrued to 
the students who attended the program, and the correlational 
estimates for attendees do not appear to be overestimated because 
of bias—they are in numeric ranges consistent with the causal 
estimates (discussed in greater detail in Augustine, McCombs, 
Pane, et al., 2016). Moreover, the correlational findings echo a 
pattern of smaller causal effect estimates in spring 2017 than were 
estimated two years earlier, which would not necessarily occur if 
the correlational findings were influenced by factors other than 
program effects. 

Briefly, we interpret the synthesis of results as indicating that the 
summer programs conferred benefits to attenders on outcomes 
closely linked to the instructional content offered (in mathemat-
ics and language arts). The advantage the program bestowed on 
attenders did not persist at the same magnitude of effect size over 
the three years since the programs ended. In the following sec-
tions, we discuss this interpretation in more detail.

A Holistic Interpretation of Causal and Correlational 
Evidence Suggests That the Program Conferred 
Academic Benefits Beyond Fall 2013 to Students Who 
Attended 

The causal results show positive effects in mathematics and 
language arts at all measured time points, although statistically 
significant only for mathematics achievement in fall 2013. The 
consistency of these results, which are assumed to be unbiased 
coming from a randomized experiment, suggest that the pro-
grams may have conferred some lasting benefits, though ones that 
are not large enough to be statistically confirmed by our analyses.4  

The causal estimates were determined by analyzing data from 
all students in the study, even students who were admitted to 
the summer program but did not attend because of alternative 
plans or exit from the participating districts. Twenty percent of 
the treatment group students did not participate at all during the 
first summer, and this increased to nearly 50 percent the second 
summer. If the causal estimates reflect real program benefits, they 
would be expected to accrue to the students who attended. This 
aligns with the correlational results showing stronger positive 

4  The study had sufficient statistical power to detect achievement causal effects of approximately 0.06 or larger.
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effects in mathematics and language arts—relative to the estimates 
for the whole sample—for students who attended both summers, 
had high attendance both summers, or had high academic time on 
task both summers. Thus, although we lack strong causal evidence 
of impacts except for the near-term mathematics estimate after 
the first summer, the whole set of causal and correlational results 
is consistent with academic benefits in both mathematics and 
language arts for students who attended.

Although we consistently found correlational evidence that stu-
dents who had high attendance and high academic time on task 
experienced academic benefits through spring 2015, there were 
many other outcomes, such as school-year attendance and school 
year suspensions, for which we did not find statistically significant 
effects. The effects on outcomes that were most closely aligned to 
program content (instruction in mathematics and language arts) 
were most likely to be significant while effects on less proximal 
outcomes, such as school-year attendance, were generally not 
statistically discernable. An exception is that teachers rated high 
attenders as having higher social-emotional skills than control 
group students in fall 2014 after the second summer. This advan-
tage did not persist through seventh grade, when there was no 
discernable effect on social-emotional skills. As discussed in 
Learning from Summer (Augustine, McCombs, Pane, et al., 2016), 
the correlational analyses of social-emotional skills lacked a base-
line measure; they were also less precise than achievement effect 
estimates and did not exhibit clear patterns over the course of the 
study. For these reasons, we do not have high confidence that the 
positive fall 2014 estimate for high attenders represents a mean-
ingful positive effect in social-emotional learning. 

Three School Years After the Summer Program 
Concluded, Academic Benefits Decreased in 
Magnitude, Yet May Remain Educationally Meaningful

The combination of causal and correlational results suggest that 
the summer program likely had positive effects that mainly 
accrued to high and consecutive attenders. Figure 2.7 focuses on 
students who attended both summers and achievement outcomes 
measured at several time points after the second summer of pro-
gramming. Longer-term effects measured in spring 2017 were uni-
formly smaller in magnitude than those measured in 2014–2015, 
the school year after the second summer of programming ended. 

Thus, although 
we lack strong 
causal evidence 
of impacts 
except for 
the near-term 
mathematics 
estimate 
after the first 
summer, the 
whole set of 
causal and 
correlational 
results is 
consistent 
with academic 
benefits in both 
mathematics 
and language 
arts for students 
who attended.
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(Fluctuations in eff ect sizes from fall to spring of 2014–2015 are 
diffi  cult to interpret because of variations in content covered by 
the assessments. Th e fall assessments were study-administered 
and the spring assessments were state tests.) 

To reiterate, between spring 2015 and spring 2017, we estimated 
decreasing program eff ects in standardized eff ect units. Th is trend 
should be considered alongside a well-established empirical obser-
vation that typical annual achievement growth, when measured 
in the same standardized eff ect units, also decreases as students 
progress from kindergarten through 12th grade.5 Table 2.1 
compares 2015 and 2017 eff ect estimates with typical achieve-
ment growth for the corresponding grade levels, as reported in 
Lipsey, Puzio, et al. (2012). For students with high attendance both 
summers, the 2017 estimated eff ect in mathematics represents 
23 percent of typical growth in seventh grade, comparable with 
22 percent for the 2015 estimated eff ect benchmarked against typ-
ical growth in fi ft h grade. For language arts, the 2017 benchmark 

FIGURE 2.7
Trends in Achievement Effect Estimates After Two Summers of Programming for 
Students Who Attended Both Summers, Had High Attendance Both Summers, or 
Had High Academic Time on Task Both Summers 
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NOTE: Plots display estimated effect sizes from correlational analyses.
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Summers

Spring Spring Fall Spring
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5  Lipsey, Puzio, et al. (2012) reports typical eff ect sizes in mathematics of 1.14 for fi rst grade, and 0.01 for 12th grade. For language 
arts, these values are 1.52 and 0.06, respectively. Gains are measured from spring of the prior year.

NOTES: Plots display estimated eff ect sizes from correlational analyses. High academic time on task is defi ned as 25.5 or more hours 
of instruction for mathematics, and 34 or more hours of instruction for language arts. 
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of 19 percent compares with 25 percent for 2015. Similar patterns 
are seen for high academic time on task both summers. 

From this perspective, although the estimated effects for these 
high attenders decreased in absolute magnitude between 2015 and 
2017, they appear more stable and large enough to remain import-
ant in practical terms when viewed relative to typical grade-level 
achievement growth.

Results from This Study Are Consistent with Other 
Studies of Educational Interventions That Document 
Impacts Dissipating Over Time

Although longitudinal designs are rare in program evaluation, 
and it is not very common for researchers to continue examining 
outcomes of participants beyond the end of the initial period of 
the study, an accumulating body of evidence suggests that even 
when interventions show initially positive impacts on student 
achievement and other cognitive outcomes, the effects tend to 
decline or completely fade out over time. 

One of the few summer studies to take repeated measures of aca-
demic outcomes is Schacter and Jo (2005), although on a shorter 
time frame than our study. These authors studied the effect of a 

TABLE 2.1
Achievement Effect Estimates After Two Summers of Programming Benchmarked 
Against Typical Grade-Level Academic Growth 

Benchmark  
of Typical 

Annual 
Achievement 

Growth

High Attendance Both 
Summers

High Academic Time on 
Task Both Summers

Estimated 
Effect

Estimated 
Effect as 

a Percentage 
of Benchmark 

Growth
Estimated 

Effect

Estimated 
Effect as 

a Percentage 
of Benchmark 

Growth

Mathematics

(2015) Grade 5 0.56 0.124 22% 0.093 17%

(2017) Grade 7 0.30 0.069 23% 0.073 24%

Language arts

(2015) Grade 5 0.40 0.101 25% 0.125 31%

(2017) Grade 7 0.23 0.044 19% 0.054 23%
 
NOTE: Benchmarks of typical growth are annual spring-to-spring achievement gains reported by Lipsey, Puzio, et al. (2012, 
Table 5). High academic time on task is defined as 25.5 or more hours of instruction for mathematics, and 34 or more hours of 
instruction for language arts.
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first-grade summer learning program for decoding and reading 
comprehension at three, six, and nine months after the interven-
tion. They found that effect sizes for decoding were strongest at 
the first post-test (0.96), positive but reduced at the second post-
test (0.59), and insignificant at the last post-test. Effects on reading 
comprehension also declined over time. 

A recent meta-analysis by Bailey, Duncan, and colleagues (2017) 
of studies of 67 high-quality early childhood interventions pub-
lished between 1960 and 2007 showed a pattern of declining effect 
sizes over time. In fact, the meta-analysis found that the average 
impact had diminished by more than 50 percent only 12 months 
after treatment had concluded. In a study of the Head Start pro-
gram, for example, Puma and colleagues (2012) found evidence of 
fade-out in early elementary grades. An RCT of an early mathe-
matics intervention targeting the conceptual and procedural bases 
that support arithmetic found significant impacts on mathematics 
achievement after one year of intervention, but none of the effects 
measured in subsequent years was statistically significant (Bailey, 
Fuchs, et al., 2018). In a study of the Tennessee Prekindergarten 
Program, Lipsey, Farran, and Durkin (2018) found that treatment 
students outperformed the control group students on achievement 
tests after one year of program exposure. However, the control 
children subsequently closed this gap and generally surpassed 
treatment students. The summary of studies provided in the 
meta-analysis suggests that most of the existing studies that have 
examined longer-term impacts focus on early childhood and pre-
kindergarten interventions, and that studies focused on elemen-
tary school or middle school grades are rare. 

It is important to consider whether fade-out of program effects 
necessarily means that the initially observed benefits dissipated. 
Program effects capture the difference in the outcomes of a treat-
ment and a comparison group. That treatment-comparison differ-
ence could decrease over time because the program benefit for the 
treatment group dissipated, the comparison group later received a 
boost, or both. Many schools target interventions to their low-
est-performing students. For example, in a study of program A, a 
group of treatment students received benefits that moved them out 
of the lowest-performing group of students. If the new group of 
lowest-performing students participate in program B, any bene-
fits of program B could disproportionately raise the performance 
of program A’s comparison group, causing a decrease in future 
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estimates of program A’s effects. Thus, the benefits of a program 
could theoretically persist on an absolute basis even if they appear 
to fade relative to the comparison group. Studies are typically not 
designed to shed light on this theory. The measurable treatment 
effect of program A (the difference between the treatment and 
comparison groups) will have faded, yet the benefits may have 
persisted on an absolute basis.

Less is known about fadeout for social-emotional and other non-
academic domains. Several existing meta-analyses and research 
syntheses suggest that positive youth development programs and 
programs focused on social-emotional learning can have positive 
impacts initially, but that relatively little is known about the lon-
ger-term effects of such programs and interventions (Durlak et al., 
2011; Weare and Nind, 2011). A recent meta-analysis suggests 
that impacts on these domains might be more persistent (Taylor 
et al., 2017), though the extent to which these impacts persisted 
over time was moderated by participant age, with older students 
having less-persistent impacts. 

Because only a handful of studies have investigated impacts 
beyond the high school grades and into adulthood, little is known 
about program impacts in the extended long term. However, the 
limited evidence that does exist suggests the possibility of sleeper 
effects, where initial fadeout is followed by later-stage impacts 
(Barnett, 2011; Bailey, Duncan, et al., 2017). Several studies 
have found evidence of these sleeper effects on behavioral and 
academic outcomes (Deming, 2009; Puma et al., 2012; Chetty, 
Friedman, and Rockoff, 2014; Dodge et al., 2015).

In summary, although there is some evidence that well-
implemented, high-quality early childhood programs can have 
shorter-term impacts on cognitive, behavioral, and social-
emotional outcomes, most evidence suggests that these impacts 
dissipate over time into early adolescence, though a small handful 
of studies suggest that these impacts could reemerge in adulthood. 

Results from this study are consistent with these prior findings, 
with effects diminished in magnitude three years after the pro-
gram ended. Nonetheless, benefits for high attenders appear to 
remain substantively important and might persist into adulthood.
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CHAPTER THREE

Conclusions and 
Implications for 
Policy and Practice 

O
ur research on summer learning programs is 
unique in its scope and analytic rigor. It is the 
longest study of summer learning programs, 
beginning in 2011 and concluding in 2017, tracking 
outcomes for three years after students entered the 

second (and final) summer of programming. It featured five large 
school districts across the country; it examined many program 
outcomes. It employed an RCT design and the collection of exten-
sive implementation data, which allowed us to conduct a rigorous 
set of causal and correlational analyses. By following students for 
years after the second summer of programming ended, we were 
able to understand more about the persistence of program effects 
over time. Through our analyses linking our implementation and 
outcomes data, we were able to identify key factors that mattered 
the most for program effectiveness and to provide detailed guidance 
on how to design and implement effective programs (documented 
in Schwartz et al., 2018). Here, we summarize what we have learned 
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about the effectiveness of voluntary summer learning programs and 
discuss implications for policy and practice.

Key Findings Regarding the Effectiveness of 
Summer Learning Programs

First, a caveat. Although we learned a great deal about the effec-
tiveness of summer learning programs, we acknowledge that the 
programs might have affected students in positive ways that our 
research was not designed to detect. For example, the programs 
provided many students with opportunities that they might 
not have had otherwise, such as to swim, rock climb, cook, and 
experience new environments. In one district, we heard students 
comment that they had never before left the city to visit a nature 
preserve, hike in the woods, go on a boat, or visit an island—all 
things students experienced in the summer program. Programs 
also provided students with daily supervision and meals—both 
breakfast and lunch—and some even provided snacks or dinner 
to take home for the evening. In another district, we observed 
program leaders providing needed clothing to students. We do not 
have measures of how these aspects of the programs influenced 
students and their families. These aspects of the programs and 
the benefits outlined below bolster the concept that summer is an 
opportune time to provide experiences, services, and interven-
tions to children and youth (McCombs, Augustine, Unlu, et al., 
2019).

Here we highlight the key findings and insights we obtained from 
this longitudinal research, with an indication of the strength of 
evidence on which these findings are based. 

 • Offering the summer learning program increased access 
to opportunities. Far more treatment students participated 
in any summer program or camp or in a summer program 
or camp that included language arts and mathematics than 
students in the control group.

 • Offering the summer learning program provided short-
term benefits to students in mathematics after one summer. 
This finding is based on our causal analysis, which provided 
strong evidence of effects, without risk of selection bias. The 
causal analyses estimate the effect of offering the program, 
which underestimates the effect of the program for those who 
actually attended.

[W]e 
acknowledge 
that the 
programs might 
have affected 
students 
in positive 
ways that our 
research was 
not designed to 
detect.
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 • High rates of attendance and consecutive summers of atten-
dance generated academic benefits. After the first summer 
of programming, high attenders outperformed control group 
students in mathematics in the fall and on state assessments 
the following spring. After two summers of programming, 
high attenders and students attending both summers outper-
formed control group students in mathematics and language 
arts tests in the fall and the spring. These findings emerge 
from our correlational analyses, which carry a risk of the 
estimates being influenced by selection bias. However, because 
these findings are consistent with the causal analyses and we 
were able to control for prior achievement, we have confidence 
in them. 

 • The amount and quality of instruction influenced the 
amount of academic benefit that attenders received from 
the program. These findings are based on correlational anal-
yses, which carry a risk of the estimates being influenced by 
selection bias. However, because these findings are consistent 
with the causal analyses and we were able to control for prior 
achievement, we have confidence in them. 

 • After the second summer of programming, students with 
high attendance were rated higher on social-emotional 
skills than comparable control group students; however, 
this advantage did not persist into spring 2017. This find-
ing is based on correlational analyses and lacks a baseline 
measure. The estimates are also less precise than the achieve-
ment effect estimates and do not exhibit clear patterns over 
the course of the study. For these reasons, we do not have 
high confidence that the positive fall 2014 estimate for high 
attenders represents a meaningful positive effect. 

 • The summer program did not affect outcomes that were 
not directly addressed in the program design and content 
at a level detectible in our study. Across our analyses, we do 
not see evidence of program effects for outcomes that were 
not directly targeted by programming, such as suspension 
and attendance rates during the school year. These findings 
are consistent with a systematic evidence review of summer 
programs, which find that although the majority of programs 
were effective, most studied programs were not effective in 
generating statistically significant outcomes in all measured 
potential benefits, particularly those that were not directly 
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addressed in program content (McCombs, Augustine, Unlu, 
et al., 2019).

 • Three school years after the summer program, academic 
benefits for high attenders decreased in magnitude and 
were not statistically significant, yet may be important in 
practical terms. The magnitude of the benefits in language 
arts and mathematics observed in spring 2015 for high 
attenders over both summers declined by spring 2017 when 
the students were finishing seventh grade. Although no longer 
statistically significant, when benchmarked against typical 
achievement gains at the same grade level, they remained 
large enough to be important in practical terms. This finding 
is based on correlational analyses and the interpretation of the 
finding is informed by the causal analysis and by research on 
typical annual achievement growth measured in standardized 
effect sizes.

Implications for Policy and Practice

Urban districts should consider offering voluntary summer 
programs as part of their overall efforts to improve outcomes 
among students from low-income families and with low aca-
demic achievement, particularly if they can offer these pro-
grams over multiple consecutive summers. 

Offering a five-week voluntary summer program with both 
academics and enrichment can produce short-term benefits in 
mathematics among late elementary students. Our review of the 
evidence on summer programs (McCombs, Augustine, Unlu, 
et al., 2019) found this effect to be “strong” (Tier I) under the stan-
dards set forth in the Every Student Succeeds Act (Public Law 114-
95, Section 8101 [21] [A]). Therefore, a summer learning program 
following the NSLP model might be eligible for federal funding 
under this law if the program targets mathematics skills. 

As defined by Every Student Succeeds, we find “promising” 
evidence (Tier III) that high-attending students reap benefits in 
mathematics and language arts, as do students who attend for 
two consecutive summers (in general or at high rates). These 
results can be used to demonstrate eligibility for federal funding 
if districts can establish a track record of high attendance in their 
summer programs. 
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Our findings also shape the expectations that we should have for 
five-week summer programs. The studied programs were found 
to be effective in terms of short-term mathematics achievement 
when looking at all students offered admission. After the second 
summer, high attenders and consecutive attenders benefited on 
fall and spring assessments in mathematics and language arts. The 
magnitudes of those estimates are commensurate with the short 
duration of the program. 

The magnitude of the benefits do not persist or grow over time, 
but neither do they fade away completely. Offering one or two 
summers of programming in elementary school appears to be 
insufficient to significantly alter the learning trajectory of partic-
ipants as they move through later schooling. Growing evidence 
regarding the longer-term effects of education interventions sug-
gests that multiple ongoing efforts are needed to improve student 
achievement over time. High-quality summer programs are a 
viable option to consider as one of those efforts.

Benefits of the program were greatest for students who attended 
consecutive summers and those who had strong attendance. 
Districts should encourage students to attend regularly and for 
consecutive summers to maximize the academic impact of the 
programs. Furthermore, prior research shows that districts that 
offer summer programs sporadically or begin planning late in 
the year struggle to develop programs that are well implemented 
and well attended (McCombs, Augustine, Schwartz, et al, 2011; 
Schwartz et al., 2018). Offering summer programs consistently 
enables districts and their partners to work on improving the 
quality of programming each summer. The programs we stud-
ied targeted late elementary school students. Districts extending 
programming up through middle school may need to modify the 
NSLP model to ensure that it is developmentally appropriate for 
those students. 

Districts offering voluntary summer programs that seek to 
provide academic benefits should offer at least five weeks of 
programming—and preferably six—with at least three hours of 
academic instruction per day.

Given the correlational evidence suggesting benefits for high 
attenders and the average daily attendance rates for these pro-
grams, districts should offer programs for at least five weeks to 
boost the number of students who attend more than 20 days. 

Offering summer 
programs 
consistently 
enables districts 
and their 
partners to work 
on improving 
the quality of 
programming 
each summer.
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Offering six or more weeks of programming could increase the 
proportion of students meeting this threshold of attendance. 

To increase program effectiveness and maximize their return 
on investment, districts should focus on ensuring strong 
student attendance, productive use of instructional time, and 
high-quality instruction. 

Our research identified key factors that were correlated with 
program effectiveness: attendance, productive use of instructional 
time, and instructional quality. This is not surprising, given the 
importance of these factors in education generally. Although 
all districts strive for this in their programs, our evaluation of 
program implementation found that execution of these priorities 
requires intentional planning (Schwartz et al., 2018). Districts 
and partners interested in learning how to plan and implement 
effective programs that provide positive experiences for students 
can find detailed implementation guidance in another report in 
this series—Getting to Work on Summer Learning (Schwartz et al., 
2018)—that is freely available on the RAND and The Wallace 
Foundation websites. In addition, The Wallace Foundation’s 
Knowledge Center includes a set of accompanying tools and 
resources that provide concrete examples and templates for dis-
tricts and their partners developing voluntary summer learning 
programs. 
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APPENDIX

In this appendix, we discuss the details of the outcomes data used 
for analyses presented in this report and the attrition rates for 
each outcome, and we briefly summarize the statistical models 
used for estimating both causal and exploratory (nonexperimen-
tal) effects. We focus this discussion on modifications to these 
models that we made for the analyses presented in this report. 
Full details on the statistical models is reported in Learning from 
Summer (Augustine, McCombs, Pane, et al., 2016). The appendix 
concludes with tabulations of all spring 2017 causal results.

Data Used for Spring 2017 Analyses

We collected data related to five outcomes: 

1. state assessments in mathematics and language arts adminis-
tered in spring 2017

2. suspensions

3. end-of-year course grades in mathematics and language arts

4. school-year attendance 

5. social-emotional competencies. 

As in previously conducted analyses, state assessment scores in 
mathematics and language arts are standardized within each dis-
trict, labeled A-E, using our study sample to have a mean of 0 and 
standard deviation of 1. In 2016–2017, there were students in all 
five districts who took tests that were not at grade level, particu-
larly in mathematics. For example, some students in seventh grade 
took either the sixth-grade or eighth-grade state mathematics 
assessment. Often, these deviations in test-taking were associated 
with course enrollment. For example, in District B, students who 
took the eighth-grade mathematics assessment were enrolled in 
advanced seventh-grade mathematics courses. 

We received end-of-course grades in mathematics and language 
arts for all districts. However, course-taking was examined as a 
substitute analysis for course grades analyses conducted in previ-
ous years. We explain this decision in more detail. 

For suspensions, we created a variable (ever suspended) to indicate 
whether a student had been suspended (either in school or out of 
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school) at least once during the 2016–2017 academic year. For any 
students who were missing all other spring outcomes (i.e., course 
grades, spring standardized test scores and school year atten-
dance), suspension data were assumed missing. School-year atten-
dance indicates the percentage of total school days in school year 
2016–2017 that the student was marked as being in attendance. 

Social-emotional competencies were measured using the DESSA–
RRE, which was administered to school-year teachers who 
reported on the behaviors of individual study students. 

Attrition Rates

Table A.1 lists the percentage missing (or attrition) for each of the 
main outcomes data categories that are color coded, aligned to the 
attrition rate boundaries set by the What Works Clearinghouse 
(WWC). For example, highlighted cells are above the WWC estab-
lished threshold for acceptable attrition (i.e., attrition rates that 
meet WWC’s attrition standards). 

Generally, rates of total attrition (treatment and control groups 
combined) for the full sample are in the range of 30 percent to 
40 percent for all outcomes except DESSA-RRE, which had nearly 
50-percent attrition. However, these values vary widely across 
districts, with Duval County presenting the best overall attrition 
rates and Rochester presenting the worst. Boston has particularly 
bad attrition for DESSA-RRE.

TABLE A.1
Overall Attrition of the Experimental Sample for Spring 2017 Outcomes

District
Original 
Sample

Percentage Missing (Spring 2017 Data)

Mathematics
Language 

Arts Social-Emotional/Behavioral

State 
Test

Course- 
Taking State Test DESSA-RRE Attendance Suspension

A 888 21% 20% 18% 39% 15% 15%

B 2,056 35% 35% 36% 51% 33% 33%

C 957 38% 48% 39% 65% 33% 36%

D 1,080 56% 39% 52% 47% 40% 40%

E 656 34% 30% 34% 39% 26% 26%

Full 
sample 5,637 38% 35% 36% 49% 31% 31%

NOTE: Red shading indicates an overall attrition rate that is too high to meet WWC attrition standards. Yellow shading indicates 
an overall attrition rate that is too high to meet WWC standards under conservative assumptions. WWC standards also consider 
differential attrition, which is not shown in the table but is discussed in the text.
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For the full sample, there were no appreciable attrition differ-
ences between the treatment and control groups (not shown in 
the table). The treatment group displayed slightly higher attrition 
rates between 0.1 and 0.6 percentage points across these variables 
(approximately 0 for suspension data). Thus, the combination of 
overall and differential attrition rates for the full-sample attrition 
are within WWC standards for low attrition even under conser-
vative attrition standards, and analyses are eligible to meet WWC 
standards without reservations provided the study uses an accept-
able approach to address missing data (WWC, 2017).

Although attrition does not threaten bias for the full-sample anal-
yses reported in the main text, this is not necessarily the case for 
the district-specific estimates reported in this appendix. The high 
overall attrition in District C for the DESSA-RRE and District D 
for the mathematics state test are highlighted in Table A.1. Not 
shown in the table, differential attrition was considerable in 
District E, where there was higher attrition in the treatment group 
across all variables, by 6.7 to 10 percentage points (all significant 
except DESSA-RRE). Although it may be interesting to explore 
possible explanations for these differences, we believe this differ-
ential attrition in District E jeopardizes the validity or eligibility 
to meet WWC standards only for  estimates specific to District E. 
Differential attrition in the other districts was not appreciable.

Analytic Approach

As detailed in previous reports (Augustine, McCombs, Pane, et al., 
2016), our preferred approach for estimating causal effects uses 
an intention-to-treat (ITT) approach, comparing the outcomes 
of all students who were randomly admitted to two summers of 
programming (2013 and 2014) with the outcomes of all students 
who were randomly assigned to the control group, regardless of 
whether the students actually attended the summer program. 
These analyses produce the causal effect estimates reported in the 
main text using the following model:

where:

 • Yqispc is the standardized post-test score in subject q for student 
i in strata s in summer site p in summer classroom c, where p 
and c are defined to be 0 for students who did not attend the 
summer program.

Yqispc = Tispc + Xispc + PreTestMeanqc + s + p * Zispc + μc * Zispc + qispc
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 • Tispc is an indicator of assignment to the treatment group

 • Xispc is a vector of baseline covariates 

 • PreTestMeanqc is a vector of mean pretest values of all students 
who were assigned to the same summer classroom in subject 
q. This is 0 for all students who did not attend the summer 
program. There are four classroom means, one for each of the 
four pretests (spring 2013 mathematics and language arts, and 
the earlier assessments in mathematics and language arts that 
were used for stratification).

 • s  are strata fixed-effects (dummy variables)

 • Zispc is an indicator variable taking a value of 1 if a student is 
a member of class c in site p, used to define random effects. 
Every student in summer site p and classroom c is associ-
ated with a random effect, including those students assigned 
to treatment who take up the program and those students 
assigned to control who take up the program (i.e., “cross-
overs”). This is 0 for the rest of the control group students and 
all treatment group students who do not take up treatment 
(“no shows”).

 • p * Zispc is a random-effect common to all students in sum-
mer site p. 

 • μc * Zispc is a random-effect common to all students in sum-
mer classroom c. 

 • qispc is a residual, the variance of which is allowed to vary by 
pattern of available pretests.

Details about the complete set of baseline covariates and soft-
ware implementations of these models are reported in Learning 
from Summer (Augustine, McCombs, Pane, et al., 2016). Several 
outcomes, such as student suspension and course-taking, involved 
a binary outcome (i.e., 1 if suspended once or more during school 
year, 0 otherwise). Consistent with past reports (Augustine, 
McCombs, Pane, et al., 2016), these outcomes are analyzed using 
linear probability models, which use binary outcomes in the ran-
dom effects modeling framework.

In addition to the ITT estimates, we also estimated the causal 
effect of attending the summer program (i.e., the treatment-on-
the-treated or TOT effects) using two-stage least squares models. 
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Although TOT results are not discussed in Chapter Two of this 
report, these results are available in Table A.9. By using random-
ization status as an instrumental variable for program attendance 
(defined as the student appearing at least one time, regardless 
of which summer), these models control for endogenous selec-
tion into program attendance (additional details are available in 
Augustine, McCombs, Pane, et al., 2016). 

Correlational analyses use simple extensions to this model. In 
the case of models for attendance and academic time on task, 
the treatment assignment indicator was replaced with continu-
ous or categorical variables for these mediators. (For details, see 
Augustine, McCombs, Pane, et al., 2016.) In these models, high 
attendance is defined as 20 or more days of attendance in a partic-
ular summer and high academic time on task is defined as receiv-
ing 25.5 hours of mathematics instruction or 34 hours of language 
arts instruction in a particular summer.

Except where the project administered a common measure in all 
districts (DESSA-RRE, as well as GMADE and GRADE in earlier 
rounds of analysis), our approach, as detailed in previous reports, 
has been to conduct analyses using this model within each district 
and use fixed-effects meta-analysis techniques to produce overall 
results. The meta-analysis weights each district-level result by its 
precision, which is very similar to weighting by sample size. 

Multiple Imputation Remedy for Missing Data

In the spring 2017 data, we observed large differences in attrition 
by district (see Table A.1). For example, District D, which had 
the second-largest sample in the study, now ranks fourth in the 
number of student observations available. District A, which was 
fourth originally, now ranks second. These changes affect the 
relative precisions of the district-level estimates, causing them to 
become more or less influential in the overall result produced by 
meta-analysis. Under this approach, the overall estimates look 
more like those of District A and less like those of District D than 
they did in prior years. This can complicate or mislead interpreta-
tion of changes in estimates of overall program impact over time.

Our remedy was to adopt a different WWC-approved approach 
for addressing missing data—specifically, multiple imputation. In 
deciding to implement multiple imputation, we adhered closely to 
guidance provided in the WWC Version 4.0 standards (2017). 
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In multiple imputation, each missing value in the data set is 
replaced with a plausible value. This process is repeated multiple 
times to incorporate the uncertainty that is involved in identi-
fying and selecting those plausible values. We implemented this 
procedure using an R package called mice, which automatically 
generates plausible values for each missing data point (Van 
Buuren and Groothuis-Oudhoorn, 2011) and also enables subse-
quent analysis to incorporate the uncertainty in these plausible 
values. Multiple imputation enables us to retain all students in 
the original sample in the district-level analyses, making the 
precision of the district-level estimates, and thus their weight in 
the meta-analytic overall estimate, more similar to prior rounds 
of analysis. This makes it easier to interpret changes in impact 
estimates over time.

The use of multiple imputation also enabled us to address off-
grade-level testing of some students. Rather than excluding these 
students from main analysis of state test scores because their 
on-grade-level test was missing, multiple imputation estimated 
plausible scores that represent the scores these students would 
have received had they been administered the on-grade-level state 
test.6 For all analyses, we used multiple imputation with both 
missing covariate and missing outcome values. 

Our overall approach to estimating ITT and TOT estimates 
was similar to the methods described in the technical appendix 
of Augustine, McCombs, Pane, et al. (2016). However, several 
modifications were made to facilitate the use of multiple impu-
tation. In our original models, we used mean imputation for the 
spring 2013 (baseline) assessment scores for all missing values, 
and missing value indicators were incorporated into the covariate 
set. Additionally, the random effects model allowed for separate 
variance structures to be estimated for nonmissing and missing 
scores. Because we switched to a multiple imputation framework, 
it was no longer necessary to use mean imputation for missing 
baseline assessment scores, or to use missing value indicators or 
separate variance structures. 

6  Another approach to handling the off-grade-level testing is to put it on the same standardized scale. However, this approach 
potentially conceals important differences in test difficulty. For example, below-average scores on the eighth-grade assessment are 
not equivalent to below-average scores on the seventh-grade assessment, and it is plausible that a student who took the eighth-grade 
assessment would have had higher scores on the seventh-grade assessment had that student taken that test. 
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Our first sensitivity test was to ensure that these modifications to 
estimation did not affect our results. We reran 2015 analyses for 
mathematics and language arts state test scores in the multiple 
imputation framework and confirmed that they produced numer-
ically and substantively similar results to those from the original 
analytic framework. This provided us with evidence that using 
multiple imputation did not affect findings.

Second, we confirmed that the substantive conclusions about 
spring 2017 outcomes—that there were no significant treatment 
effects—are the same under the new and old analytic frameworks, 
with some notable exceptions. When we used the old analytic 
framework, we obtained a significant positive ITT effect of 0.05 on 
language arts achievement, and a significant positive TOT effect 
of 0.07. There were also positive effects for students who had lower 
or higher academic time on task in summer 2014 (0.17 and 0.12, 
respectively). When we used the new multiple imputation–based 
framework, these estimates were smaller and no longer signifi-
cant. The estimates obtained under the old framework seemed less 
trustworthy because the estimated effects were larger for lower 
academic time on task in summer 2014 than for higher academic 
time on task in both summers, and larger than the 2015 result 
for higher academic time on task both summers. This, coupled 
with the fact that there was differential attrition across districts 
that influenced the relative contributions of districts to the 
meta-analysis, led us to believe that these significant results based 
on the old analytic framework were spurious. 

As a final check on the imputation methods, we confirmed that 
students who were administered tests that were above grade level 
received relatively higher imputed scores on the on-grade-level 
test, and students who were administered tests that were below 
grade level received relatively lower imputed scores. 

Data Issues With Course Grades and Substitute 
Analysis

As students get older and move into middle school, they substan-
tially diversify their course-taking. In the 2017 grades data, we 
found that students in our sample were enrolled in many different 
mathematics and language arts courses within each district. For 
example, in District D, we had grades from 18 different courses, 
with sample sizes ranging from one student to 226 students. At 
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another extreme, District B gave us course grades with no iden-
tifying course information. In all of the districts, we suspect 
that the courses that students took varied in difficulty (meaning 
a grade of “B” in one course was not the same as a “B” grade in 
another). We had no way of accounting for or understanding 
differences in course difficulty, and small sample sizes per course 
also posed problems for estimation. As a result, we concluded 
that it was impossible to conduct a valid analysis of the treatment 
effects on grades. 

However, through a clarification process with district person-
nel and assumptions related to the tested grade level for the 
state mathematics assessments, we were able to classify student 
course-taking in mathematics into three rough categories: below, 
at, and above grade level. We were not able to obtain similar data 
for language arts courses. Thus, as a substitute for analysis of 
effects on grades, we analyze effects on the likelihood of a student 
taking a mathematics course that is below grade level and, simi-
larly, the likelihood of a student taking a mathematics course that 
is above grade level.

Tables of the Results of All 2017 Analyses

In Tables A.2 through A.10, we present tabulations of all spring 
2017 causal and correlational results. These causal results repre-
sent the effects of being admitted to the summer programs (i.e., 
ITT effects). We begin by presenting causal and correlational 
results for mathematics outcomes. We then present results for 
language arts outcomes. Third, we present social-emotional and 
behavioral results. We conclude this section with tables of causal 
effects of attending in the summer program (i.e., the TOT effects). 



47

TABLE A.2
Overall Causal Effects of Summer Learning Programs on Mathematics Outcomes 
for All Treatment Group Students Relative to All Control Group Students

2017 Spring State 
Assessment

2017 Increased Above-Grade-
Level Course-Taking

2017 Decreased Below-Grade-
Level Course-Taking

0.01 (0.03) 0.03 (0.02) 0.01 (0.01)

NOTE: Standard error is shown in parentheses.

TABLE A.3
Correlational Effects of Attending Two Years of Summer Program Attendance, 
Mathematics Achievement

Analyses 

2017 Spring 
State 

Assessment

2017 Increased 
Above-Grade-Level 

Course-Taking

2017 Decreased 
Below-Grade-Level 

Course-Taking

Attendance category 

Attended summer 2013 only –0.05 (0.04) 0.03 (0.03) 0.01 (0.01)

Attended summer 2014 only 0.01 (0.07) 0.02 (0.06) 0.01 (0.02)

Attended both summers 0.05 (0.04) 0.05 (0.03) 0.01 (0.01)

Consecutive high attendance 0.07 (0.04) 0.06 (0.04) 0.01 (0.01)

NOTE: Standard error is shown in parentheses. Consecutive high attendance is defined as attending 20 or more days each summer.

TABLE A.4
Correlational Effects of Academic Time on Task, Mathematics Achievement

Analyses 

2017 Spring 
State 

Assessment

2017 Increased 
Above-Grade-Level 

Course-Taking

2017 Decreased 
Below-Grade-Level 

Course-Taking

Academic time on task 

No-show –0.02 (0.03) 0.03 (0.02) 0.00 (0.01)

Low 0.02 (0.04) 0.01 (0.03) 0.02 (0.02)

High 0.07 (0.04) 0.01 (0.03) 0.01 (0.01)

High both summers 0.07 (0.06) 0.03 (0.03) 0.01 (0.01)

NOTE: Standard error is shown in parentheses. High academic time on task is defined as 25.5 or more hours of instruction for 
mathematics. 

 
TABLE A.5
Causal Effects of Summer Learning Programs on Language Arts Achievement for 
All Treatment Group Students Relative to All Control Group Students

2017 Spring State Assessment

0.02 (0.03)

NOTE: Standard error is shown in parentheses.
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TABLE A.6
Correlational Effects of Attending Two Years of Summer Program Attendance, 
Language Arts Achievement

Analyses 2017 Spring State Assessment

Attendance category

Attended summer 2013 only –0.01 (0.04)

Attended summer 2014 only 0.02 (0.07)

Attended both summers 0.03 (0.03)

Consecutive high attendance 0.04 (0.04)

NOTE: Standard error is shown in parentheses. Consecutive high attendance is defined as attending 20 or more days each summer.

TABLE A.7
Correlational Effects of Academic Time on Task, Language Arts Achievement

Analyses 2017 Spring State Assessment

Academic time on task

No-show 0.02 (0.03)

Low 0.03 (0.04)

High 0.03 (0.05)

High both summers 0.05 (0.06)

NOTE: Standard error is shown in parentheses. High academic time on task is defined as 34 or more hours of instruction for 
language arts.

 
TABLE A.8
Overall Causal Effects of Summer Learning Programs on Social-Emotional and 
Behavioral Outcomes for All Treatment Group Students Relative to All Control 
Group Students

2017 DESSA-RRE
2017 Reduced School-Year 

Suspension Rate
2017 Improved School-Year 

Attendance Rate

–0.03 (0.04) 0.01 (0.01) 0.00 (0.01)

NOTE: Standard error is shown in parentheses.

 
TABLE A.9
Correlational Effects of Attending Two Years of Summer Program Attendance, 
Social-Emotional and Behavioral Outcomes

Analyses DESSA-RRE Reduced School-Year Suspension Rate

Attendance category

Attended summer 2013 only –0.02 (0.05) 0.00 (0.02)

Attended summer 2014 only 0.00 (0.08) 0.01 (0.02)

Attended both summers –0.02 (0.05) 0.00 (0.01)

Consecutive high attendance 0.03 (0.05) 0.01 (0.01)

NOTE: Standard error is shown in parentheses. Consecutive high attendance is defined as attending 20 or more days each summer.
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TABLE A.10
Causal Effects of Summer Learning Programs on Outcomes for Treatment Group 
Students Who Attended the Summer Program (Treatment Effect on the Treated)

Analyses Estimate (SE)

Mathematics

Spring 2017 state assessment 0.02 (0.03)

Increased above-grade-level course-taking 0.00 (0.01)

Decreased below-grade-level course-taking 0.01 (0.01)

Language arts

Spring 2017 state assessment 0.03 (0.03)

Social-emotional outcomes

DESSA-RRE –0.01 (0.03)

Behavioral outcomes

Reduced school-year suspension rate 0.01 (0.01)

Improved school-year attendance rate 0.00 (0.00)

NOTE: Standard error is shown in parentheses.
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Every Summer Counts
T he National Summer Learning Project (NSLP) examined the implementation 

and effectiveness of voluntary summer learning programs developed by fi ve 
school districts—Boston, Massachusetts; Dallas, Texas; Duval County, Florida; 
Pittsburgh, Pennsylvania; and Rochester, New York—and their local community 

partners. The study spanned three phases. The RAND research team  (1) collected 
formative data for strengthening the fi ve summer programs in 2011 and 2012; 
(2) examined student outcomes after one summer (2013) and after two summers of 
programming (2014 and 2015); and (3) examined student outcomes in spring 2017, at 
the end of three school years after the second summer of programming. This seventh 
report in a series summarizes the fi ndings of this third phase in the context of earlier 
fi ndings and offers implications for policy and practice. Overall long-term fi ndings 
show that, by spring 2017, the academic benefi ts for high attenders decreased in 
magnitude and were not statistically signifi cant—although when benchmarked against 
typical achievement gains at the same grade level, they remained large enough to be 
educationally meaningful.




